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Temperature-based structural identification
of long-span bridges using InSAR
observation and meteorological shared data

Yun Zhou1, Xiaowan Xu1, Guanwang Hao1, Ziqing Wei1, Yingao Liu1 and Fan Yi2

Abstract
The Interferometric Synthetic Aperture Radar (InSAR) technology can be used for the health monitoring of long-span
bridges, capable of measuring bridge deformations with millimeter-level precision. It is particularly effective for monitoring
long-period temperature-induced deformations, providing valuable insights into abnormal changes in structural properties.
However, few studies have focused on evaluating the condition of in-service bridges based on obtained deformations.
Therefore, this paper adopts a temperature-based structural identification (TBSI) theory combined with InSAR technology
for damage diagnosis in bridge regions. On this basis, the bridge structural temperature calculated from meteorological
shared data and the displacement obtained through InSAR technology are used as the input and output, respectively,
followed by an updated finite element model (FEM) of the bridge established for thermal-structural coupling analysis. The
Differential Evolution (DE) algorithm is then applied to identify regions with abnormal thermal expansion coefficients,
facilitating the localization and quantification of bridge damage. A case study of a long-span suspension bridge exemplifies
the application of the proposed method, validating its accuracy in identifying assumed damaged regions and reflecting the
structural health status, with damage quantification errors within 5%. This method provides an effective approach for the
lightweight monitoring of bridge health.
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Introduction

Long-span bridges are critical components of trans-
portation infrastructure for guaranteeing regional economic
development. According to the 2023 Statistical Bulletin on
the Development of the Transportation Industry released by
the Ministry of Transport (MOT), China had 1.0793 mil-
lion highway bridges by the end of 2023, including
10,239 super-large bridges and 177,700 large bridges
(MOTOC, 2024). However, environmental factors such as
solar radiation, air temperature, wind speed, and other
conditions could cause significant variations in temperature
distribution across bridges (Zuk, 1965). This non-uniform
temperature distribution remarkably affects the mechanical
performance of bridge structures, resulting in the deteri-
oration of load-bearing capacity and even structural failures
(Dilger et al., 1983; Han et al., 2021b; Zhou et al., 2020).

Existing research indicates that long-period bridge
deformations, predominantly attributed to temperature

effects, exhibit displacements which may exceed those
caused by structural damage or operational loads (Li
et al., 2023; Xu et al., 2010; Zhou et al., 2021). The heat
exchange between bridges and external environments is
the main cause of temperature effects on bridges. Zhou
et al. (2024) reviewed the factors and methods for
calculating bridge temperature, summarizing convective
heat transfer, radiation mechanisms, and related theo-
retical and experimental approaches. To account for
temperature effects, some researchers have investigated
the correlation between temperature data measured at
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limited sensor points in structural health monitoring
(SHM) systems and structural responses to identify
structural damage and assess stiffness degradation
(Kromanis and Kripakaran, 2016; Wang et al., 2022; Xia
et al., 2020; Yang et al., 2018; Zhu et al., 2021). Data
from instrumented sensors on bridges have shown that
the correlation between temperature and girder deflec-
tions can be used to identify changes in structural
stiffness parameters. Building on this, Zhou et al. (2020)
proposed an analytical solution to temperature-induced
deformation in suspension bridges, further exploring
how temperature variations can influence bridge de-
flections. Based on numerical simulations of long-span
suspension bridges, Xia et al. (2017) identified the
stiffness of main girders and further assessed structural
damage by analyzing temperature and temperature-
induced strains. Similarly, Sun et al. (2019) proposed
a real-time damage identification method for bridge
SHM that accounts for temperature variations, utilizing
finite element model (FEM), partial least-squares re-
gression, and a fusion of global inclination and local
strain data.

Interferometric Synthetic Aperture Radar (InSAR),
as one of the technologies capable of monitoring
bridge structural deformations, serves as a key tool for
assessing and providing early warning of the health status
of bridge structures. InSAR is a radar technology ca-
pable of detecting millimeter-level deformations in long-
span bridges (Zhou et al., 2024), enabling long-term
deformation monitoring of these bridges without in-
stalling any sensors. Therefore, InSAR is a lightweight
and efficient approach for SHM, offering a non-invasive
solution that minimizes the need for on-site sensor
installation. The InSAR technology can identify the
quasi-static temperature deformation information from
relatively stable targets, i.e., Persistent Scatterers (PS), on
the bridge structure. Huang et al. (2017) employed
Persistent Scatterer Interferometry (PSI) technology to
monitor the displacement of a high-speed railway bridge
and compared the PSI-measured displacements with field
measurements. Qin et al. (2018b) proposed a method
that integrates the Point-like Targets selection strategies
of PS and small baseline interferometric processing,
effectively improving the robustness of deformation
estimation for cable-stayed bridges. Caspani et al. (2023)
extracted displacements of a highway bridge and studied
their correlation with environmental phenomena em-
ploying PSI method, particularly changes in temperature
and river flow. Additionally, the structural movement
velocity obtained from displacement time series derived
from PSI can serve as an indicator for bridge safety
assessment. By combining displacement data obtained
through InSAR with structural and collapse analysis from
Farneti et al. (2023), potential critical conditions can be

identified, and the failure time of bridges experiencing
slow landslide-induced movements can be predicted. The
feasibility of PSI method for long-term deformation
monitoring of bridges has been effectively verified in
previous studies. This non-contact measurement method
eliminates the need for installing extensive equipment on
structures, simplifying the monitoring process and en-
abling lightweight long-term monitoring. However, its
application in structural damage assessment remains
limited.

The paradigm of structural identification (St-Id) aims
to bridge the gap between mathematical models and real-
world systems by correlating simulation models with
experimental data to estimate structural performance and
vulnerability (Catbas et al., 2010), offering a potential
means for bridge damage assessment through InSAR-
measured displacements. St-Id methods are categorized
based on different excitation approaches and response
characteristics, including static-based, dynamic-based,
and temperature-based methods (Yi, 2021). Numerous
studies have been conducted using static data for
structural damage identification. Sanayei and Scampoli
(1991) proposed a finite element (FE)-based method that
provides valuable insights for static parameter identifi-
cation. In this method, static test data is utilized for
detecting stiffness degradation in bridge decks, and the
Monte Carlo method is applied to correct measurement
errors. Cai et al. (2004) developed a probabilistic analysis
method for structural damage detection and condition
assessment based on static St-Id. Static-based St-Id is
employed to reveal various types of information, in-
cluding the composite action of the deck and main girders
(Breña et al., 2013), live load distribution factors (Barr
et al., 2001), span continuity (James, 2016; James and
Yarnold, 2017), load ratings (Bell et al., 2013), and load
carrying capacity (Chajes, 2006). In recent years, some
researchers have integrated the static-based St-Id method
with artificial intelligence algorithms, leading to new
research explorations. Kourehli et al. (2013) utilized
simulated annealing algorithms to solve objective
functions derived from modal data and static displace-
ments, aiming to locate and quantify damage in beam and
frame structures. Wu et al. (2024) introduced a stiffness
identification method combining the Mayfly algorithm
and static displacement response surfaces. With opti-
mization algorithms, these methods effectively quantified
damage, while others lacking such support failed to as-
sess damage extent. The static deflection-based St-Id
method typically requires controlled load tests under
one-off periodic monitoring, which is challenging for
continuous monitoring of in-service structures.

In dynamic-based St-Id methods, frequencies, mode
shapes and their derivatives (e.g., modal curvatures) are
generally used as dynamic features (Yi, 2021). Most
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damage-related information can be extracted by ana-
lyzing vibration data (Chen et al., 2017; Cho and Cho,
2022; Sadhu et al., 2017; Yanez-Borjas et al., 2020).
These studies focus solely on dynamic data for St-Id,
whereas later studies utilize FEMs for dynamic St-Id.
Rainieri and Fabbrocino (Rainieri et al., 2011; Rainieri
and Fabbrocino, 2015) automated the extraction of
modal parameters from SHM system measurement data,
and subsequently utilized these dynamic parameters as
inputs for structural damage identification through a
modal-based damage detection algorithm. From these
vibration measurements, the true structural model can be
obtained through various parameter estimation tech-
niques (Qin SQ et al., 2018a). For example, Bacinskas
et al. (2013) used dynamic load testing to calibrate the
model of a single-span steel-concrete composite railway
bridge. However, relevant tests are challenging in
practice since exciting a bridge requires extensive in-
strumentations and traffic disruptions (Siringoringo and
Fujino, 2008). Additionally, damage identification based
on dynamic characteristics is highly susceptible to ex-
ternal environmental interferences (e.g., temperature,
noise, and nearby vibrations), which may degrade
measurement data quality and compromise the accuracy
of St-Id.

The temperature-based structural identification (TBSI)
method, proposed by Yarnold (Yarnold et al., 2015), is a
quantitative evaluation framework that relies on
temperature-induced structural responses (e.g., strain and
displacement) by combining monitoring data with actual
FEMs. One key advantage of TBSI lies in its ability to
enable continuous, long-term monitoring with minimal
intervention, as temperature serves as an easily measurable
input. Moreover, temperature-induced responses are often
substantial and relatively easy to measure (Murphy and
Yarnold, 2018). Building on Yarnold’s concept, (Han et al.,
2021a)achieved accurate damage identification by updat-
ing damage parameters in FEMs utilizing temperature and
temperature-induced strain. TBSI theory effectively ad-
dresses a major limitation of InSAR technology: the in-
ability to assess damage in in-service bridges solely
through deformation measurements.

To the best of the author’s knowledge, structural damage
assessment has been underexplored in previous studies using
InSAR technology on long-span bridges. Therefore, this
paper applies the TBSI theory to assess bridge safety and
proposes a method for detecting and quantifying damage.
An interfaced approach using MATLAB and ANSYS is
employed to identify key parameters (thermal expansion
coefficients), with air temperature and InSAR displacement
data serving as the input and output, respectively. The model
integrates actual measurement data to update the FEM and
utilizes meteorological shared data to estimate structural
temperature. The combination of temperature and deformation

data through TBSI theory offers new possibilities for cost-
effective structural assessment.

Methodology

St-Id theory

St-Id methods are typically categorized into three main
types: static-based, dynamic-based, and temperature-
based methods (Yi, 2021). Static-based methods usually
evaluate structural properties such as stiffness through
measured deformation responses under static loads.
Dynamic-based methods focus on vibration responses
under dynamic excitation to determine modal parameters,
thereby identifying and assessing structural physical
characteristics, such as stiffness. TBSI methods analyze
the influence of temperature variations on structural be-
havior, considering material thermal expansion and con-
traction. Structural changes can be identified by analyzing
temperature inputs and temperature-induced deformation
outputs. For clarity in explaining the TBSI principles, a
simplified analytical framework is adopted in subsequent
demonstrations: (1) an indeterminate beam model is
employed, as free thermal deformation in determinate
systems cannot generate measurable internal forces es-
sential for St-Id; (2) uniform temperature distribution is
assumed to decouple thermal expansion effects from
gradient-induced complexities. These controlled simpli-
fications facilitate explicit formulation of the temperature-
deformation relationship while preserving methodological
transparency for readers.

The interrelationship between these excitation methods,
response characteristics, and the structure itself is often
referred to as the “Input,” “Output,” and “System” (the
three elements). For clarity, this paper employs a beam
model to elucidate the three scenarios of St-Id under the
three excitation methods, with specific comparisons shown
in Table 1.

For Scenario 1 and Scenario 2, theoretically, the
structural physical properties can be solved using an in-
verse problem-solving approach with both input and output
information; in some cases, the output alone is sufficient to
conduct condition assessment. These methods facilitate the
identification of structural physical parameters and damage
diagnosis. For Scenario3, the theoretical TBSI process
consists of six steps, as outlined below. The process for
each step is illustrated in Figure 1.

Step 1: Observation & Conceptualization. Gather de-
tailed information, such as geographic and meteo-
rological data and structural drawings about the
bridge.

Step 2: An a Priori FE Modeling. Develop a preliminary
FEM under ideal conditions based on Step 1.
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Step 3: Temperature-Based Experiment Validation.
Install a SHM system and corner reflectors (CR)
for validation. Identify meteorological stations
near the target bridge to collect temperature data,
and utilize satellite data from InSAR technology
to capture temperature-induced deformation of the
bridge.

Step 4: Processing & Interpretation of Data. Perform
quality checks on raw data, remove external influ-
ences, and extract thermal response data.

Step 5: Temperature-Based Model Updating. Calibrate
the model using temperature-driven deflection (or
strain) data and FEM results, adjusting uncertain
parameters based on sensitivity analysis.

Step 6: Utilization of Model for Simulations. Use the
optimized model to analyze the bridge’s behavior and
identify potential damage.

The basic principles of TBSI taking a simply sup-
ported beam as an example are illustrated as follows.
Under the uniform temperature variation ΔT , for a simply
supported beam with an elastic modulus E, cross-
sectional area A, thermal expansion coefficient α, and

original length L, the thermal expansion of the beam
results in a free elongation δT and free thermal strain εT .
The deformations can be illustrated with a diagram, as
shown in Figure 2(b). These deformations can be rep-
resented as (Yarnold et al., 2015):

δT ¼ εTL ¼ αðΔTÞL (1)

Under uniform temperature changes, a simply sup-
ported beam with unconstrained components will only
experience free thermal strain without generating any
associated stress. Thermal stress is generated by boundary
constraints that restrict thermal deformation. To better
illustrate the principle of TBSI, a simply supported
beam model with a longitudinal spring support at one
end is considered, as shown in Figure 2(c). It is assumed
that the spring is a linear spring system with spring
stiffness ks.

This model is indeterminate. When studying its de-
formation under uniform temperature changes, the spring
is removed and treated as a redundant reaction force
applied at the right end of the simply supported beam.
The constrained strain εR and deformation δR caused
by the equivalent spring force can both be obtained

Table 1. Comparison of the three scenarios of St-Id under different excitation methods.

Scenario Input Output System
Key system
parameters

1 Beam/bridge/
frame

Stiffness (EI)

2 Beam/bridge/
frame

Stiffness (EI)

3 Beam/bridge/
frame

Thermal
expansion
coefficient (α)

Note: In Scenario 1: P1 and P2 represent static loads; L is the total length of the beam; x1 and x2 are the locations of application; EI is the stiffness; δ is the
displacement under static loads. In Scenario 2: F(t) represents the dynamic load; x is the locations of application; A and ρ are the cross-sectional area and
density, respectively. In Scenario 3: ΔT represents the uniform temperature; ks is the spring stiffness; δU is the displacement caused by the combined effect
of the equivalent spring force FS and ΔT.
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Figure 2. Simply supported beam under equivalent force substitution. (a) simply supported beam; (b) under uniform temperature
change; (c) with longitudinal spring; (d) under equivalent spring force (shown in the negative direction).

Figure 1. The six steps of TBSI.
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using equation (2). The schematic diagram is shown in
Figure 2(d).

δR ¼ εRL ¼ FSL

AE
(2)

In reality, for the simply supported beam with the action
of the spring, the unconstrained deformation δU generates
strain without stress, while the constrained deformation δR
generates stress without strain. Therefore, the thermal
stress generated in the simply supported beam with the
spring under uniform temperature effect is given by
equation (3), and the thermal deformation is given by
equation (4).

σT ¼ EεR ¼ FS

A
(3)

δU ¼ δT � δR ¼ αðΔTÞL� FSL

AE
(4)

The spring is a linear system, and the expression for the
equivalent spring force is given by equation (5).

FS ¼ kSδU (5)

Substituting equations (5) into (4) and simplifying
yields:

α ¼
�
AE
L þ kS

� � δU
AEðΔTÞ (6)

where, α on the left represents the “system”, ΔT on the
right represents the “input,” and δU represents the “out-
put.” Given the “input” and “output,” the “system” can be
solved through reverse calculation. Naturally, the output
is not confined to δU , other parameters in equation (6) may
also be treated as outputs.

The theoretical framework above is based on the idealized
assumption of a uniform temperature field. In practical en-
gineering scenarios, indeterminate structures may exhibit
non-uniform temperature distributions due to environmental

factors (e.g., solar radiation gradients or partial shading),
leading to combined axial and bending deformations. While
the subsequent analysis accounts for temperature gradients
induced by solar radiation, the explicit effects of shading are
not included. Future work will extend the current theoretical
framework to systematically quantify the impact of shading
on damage diagnosis accuracy.

Sections Theoretical fundamentals of InSAR
technology and Theoretical foundation of bridge structural
temperature field will provide a detailed explanation of the
displacement and temperature-related theories on the right-
hand side of equation (6).

Theoretical fundamentals of InSAR technology

This study employs PSI method (Zhou Y et al., 2024) to
obtain deformation information of bridges. PSI method
enables the extraction of PS with stable backscatter
characteristics from a series of SAR images, facilitating
the inversion of the historical deformation sequence at the
PS locations on the bridge.

Figure 3(a) shows the SAR observation geometry of
the bridge, where point P represents the location of a PS
point extracted from the bridge using PSI method. Since
PSI method can only obtain line of sight (LOS) dis-
placement between the satellite and the bridge, a 3D
decomposition is required to obtain the true displacement
of the bridge. Figure 3(b) presents the planar observation
geometry of the bridge. The LOS displacement DLOS of
the bridge is the sum of the projections of its 3D dis-
placement components along the LOS direction. The
relationship between the LOS displacement DLOS and the
displacement components in each direction can be ex-
pressed with equation (7):

DLOS ¼ DV cos θ þ DN sin θ sin γ� DE sin θ cos γ (7)

where, DV , DN , and DE are the displacements in the
vertical, north-south, and east-west directions, respectively,
γ is the azimuth angle, and θ is the side-looking angle.

Figure 3. Satellite observation geometry. (a) SAR observation geometry of the target point; (b) Planar observation geometry of the
bridge.

6 Advances in Structural Engineering 0(0)



When the angle between the bridge and the north-south
direction is denoted as β, the relationship between the
north-south and east-west displacements of the bridge and
its longitudinal Dx and transverse Dy displacements along
the bridge is expressed in equation (8):

DN ¼ Dy sin β � Dx cos β
DE ¼ Dy cos β þ Dx sin β

(8)

By combining equations (7) and (8), the LOS dis-
placement of the bridge can be expressed in terms of the
longitudinal, transverse, and vertical displacements, as
shown in equation (9):

DLOS ¼ DV cos θ � Dx sin θ � sinðγþ βÞ
� Dy sin θ cosðγþ βÞ (9)

Under the assumption that the longitudinal and trans-
verse displacements are negligible, the relationship be-
tween the vertical displacement DV and the LOS
displacement can be expressed as follows:

DV ¼ DLOS

cos θ
(10)

Theoretical foundation of bridge structural
temperature field

For bridge structures, the heat transfer between the
structure and the external environment is referred to as the
bridge surface heat flux q, which consists of three com-
ponents: heat convection qc, thermal radiation from the
surrounding environment qr , and solar radiation qs , with
the latter two collectively referred to as thermal radiation.

Internal thermal conduction of bridge. By neglecting heat
conduction along the bridge longitudinal direction, or si-
multaneously neglecting heat conduction in both longitu-
dinal and transverse directions, the heat conduction process
(Fourier and Gui, 1993) can be simplified for 2D or 1D
analysis with specified initial and boundary conditions for
solving corresponding partial differential equations. Cur-
rently, the boundary conditions for bridge structures are a
combination of the second and third types of boundary
conditions (Xu and Xia, 2011), as shown in equations (11)
and (12):

λ
∂Ts

∂n
¼ h½Ta � Ts� þ qs (11)

h ¼ hc þ hr (12)

where, λ is the thermal conductivity of the target structure,
assumed to be isotropic; n is the outward normal direction

of the structure boundary; Ts is the structural temperature;
Ta is the air temperature; qs is the heat flux density on the
external boundary; h is the overall heat transfer coefficient,
comprising the convective heat transfer coefficient hc and
the radiative heat transfer coefficient hr .

Thermal convection of bridge. Convective heat transfer
occurs between the bridge structure and the sur-
rounding environment, driven by the movement of
fluid. The fundamental equation for convective heat
transfer is given by equation (13) (Emanuel and Hulsey,
1978). The widely used empirical formula for calcu-
lating hc is applied (Froli and Hariga, 1993), as shown
in equation (14).

qc ¼ hcsðTs � TaÞ (13)

hc ¼
�
5:6þ 4v v < 5m=s
7:15v0:78 v ≥ 5m=s

(14)

where, s is the surface area; v is the wind speed.

Thermal radiation of bridge. The radiative heat transfer
between the bridge structure and the surrounding air is
shown in equation (15). The empirical formula proposed by
Fernando is used to calculate hr (Branco and Mendes,
1993), as shown in equation (16).

qr ¼ hr
�
Tr

4 � Ts
4
�

(15)

hr ¼ ε½4:8þ 0:075ðTa � 5Þ� (16)

where, Tr is the temperature of the external radiation source
on the surface; ε is the emissivity of the structural material.

Solar radiation affects bridge temperature with direct,
diffuse, and reflected components. This study obtains the
radiation intensity using the empirical formula from the
modified Kehlbeck model proposed by Elbadry and
Ghali (1983), based on meteorological shared data
(temperature, wind speed, and precipitation) from
nearby weather stations. The radiative heat transfer
caused by solar radiation is given by the following
equation:

qs ¼ αmI (17)

where, αm is the absorptivity coefficient of the surface
material; I is the total solar radiation intensity received by
the structural surface.

Equation (17) is sensitive to cloudy, fog and darkness,
and only applicable for calculating solar radiation intensity
under clear weather conditions. Therefore, in this study, the
temperature field of the bridge is only analyzed under clear
weather conditions.

Equation (11) is further simplified, as shown in
equation (18):

Zhou et al. 7



λ
∂Ts

∂n
¼ h½Tk � Ts� (18)

Tk ¼ Ta þ αmI
h

(19)

where, Tk is the combined air temperature, accounting for
ambient air temperature and solar radiation, and considered
as the equivalent temperature of the external fluid acting on
the structure.

MATLAB-ANSYS interface

In this study, MATLAB is used to efficiently interface with
ANSYS to realize St-Id encompassing damage localization
and quantification. The displacements under temperature
effects are calculated in ANSYS and transferred to
MATLAB, in which they are compared with the InSAR
measured displacements utilizing the objective function.
The thermal expansion coefficient α is adjusted to minimize
the objective function, and the updated values are fed back
into ANSYS. The interface between MATLAB and AN-
SYS integrates FE analysis with the DE algorithm, which
relies on evolutionary processes and random search. This
approach enhances simulation efficiency while leveraging
MATLAB’s data processing and visualization capabilities.
The workflow of the ANSYS-MATLAB interface is il-
lustrated in Figure 4.

The DE algorithm, introduced by Storn and Price
(1997), is a population-based global optimization algo-
rithm that generates new candidate solutions through
differences between individuals. It uses mutation and

crossover processes to iteratively approach the optimal
solution. The DE algorithm provides a simple yet efficient
approach for solving complex optimization problems in
continuous spaces. Its basic steps include mutation,
crossover, and selection. For each individual xi in the
population, the mutation process is shown in equation (20),
where a new candidate solution (mutation vector) is
generated by randomly selecting different individuals. The

vðgþ1Þ
i cannot be directly used as the new individual; it

needs to undergo crossover with xðgÞi to combine new in-
formation while retaining features of the original indi-
vidual. The crossover is performed using equation (21).
Finally, the selection operation compares the objective
function values of uðgþ1Þ

i and xðgÞi , retaining the individual
with better fitness for the next generation. This operation is
implemented through equation (22).

vðgþ1Þ
i ¼ xðgÞr1 þ F �

�
xðgÞr2 � xðgÞr3

�
(20)

uðgþ1Þ
i ¼

(
vðgþ1Þ
i if randðjÞ ≤CRor j ¼ jrand

xðgÞi otherwise
(21)

xðgþ1Þ
i ¼

(
uðgþ1Þ
i if f

�
uðgþ1Þ
i

�
≤ f

�
xðgÞi

�
xðgÞi otherwise

(22)

where, vðgþ1Þ
i , uðgþ1Þ

i , xðgþ1Þ
i are the mutation, trial, and new

solution vectors of the i� th individual in the generation

g+1, respectively. F is the differential weight. xðgÞr1 , x
ðgÞ
r2 , and

Figure 4. MATLAB-ANSYS interface.
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xðgÞr3 are three randomly selected distinct individuals from
the current population. CR is the crossover probability, and
rand(j) is a random number between 0 and 1. jrand ensures
that at least one dimension is inherited from the mutation
vector. f ð � Þ is the objective function.

Through this mechanism, the algorithm ensures that the
overall fitness of the population improves in each gener-
ation and converge toward the optimal solution. The DE
algorithm demonstrates strong global search capabilities,
making it well-suited for complex problems, such as multi-
degree-of-freedom systems. With minimal hyperparameter
tuning, it is easy to implement and robust to environmental
noise, converging to the optimal solution in fewer
iterations.

TBSI of a long-span bridge

Step 1: Observation & conceptualization

The studied object is the Sanchaji Bridge in Changsha,
Hunan, a self-anchored suspension bridge featuring twin
towers and a 732 m long main bridge. The main girder has a
width of 35 m and a height of 3.6 m. The orthotropic steel
box girder is supported by two main cables, with a 25 m

center-to-center distance between the cables and hangers.
The bridge towers are reinforced concrete (RC) structures
with a hollow box cross-section. Piers 9#-14# use bidi-
rectional movable bearings combined with transverse limit
bearings. In addition, the main bridge is connected to the
east and west approach bridges by expansion joints. The
elevation layout of the main bridge section is shown in
Figure 5.

Step 2: An a priori FE modeling

A prior FEM of the Sanchaji Bridge was established
using ANSYS 18.0. This model aims to accurately

Figure 5. Elevation view. (unit: m).

Figure 6. Prior 3D FEM.

Table 2. Heat transfer analysis material parameters.

Parameter Steel Concrete Asphalt

Density ρ (kg/m3) 7850 2650 2365
Heat capacity c (J/kg�°C) 460 925 1075
Thermal conductivity k (W/m�°C) 60 2.71 1.8
Emissivity coefficient ε 0.8 0.88 0.92
Absorptivity coefficient α 0.685 0.65 0.90

Zhou et al. 9



simulate the temperature distribution of the bridge that
can replace the previous simplified 2D or 3D sections.
The complete 3D model, consisting of 24,964 elements
and 30,129 nodes (Figure 6), was used for both heat
transfer analysis and temperature-driven structural de-
formation analysis. The FEM for heat transfer includes
thermal elements with boundary conditions:
SHELL57 thermal shell elements for steel components
(top plate with asphalt, bottom plate, web, and stiffeners),
SOLID70 solid elements for tower columns, LINK33 bar
elements for main cables and hangers, andMASS71 point
elements for counterweights. The contact between the
supports and the main beam is simulated using
CONTA175 and TARGE170 elements. The connection
between the main bridge and the east and west approach
bridges is realized through vertical displacement con-
straints at the expansion joints. Material parameters are
listed in Table 2.

In the structural analysis, 3D thermal elements were
replaced by 3D structural elements in the FEM, while the
configuration and meshing remained the same as in the

thermal analysis. The temperature from the heat transfer
analysis was automatically assigned on FEM nodes to
obtain responses induced by temperature variations. A
comparison of the element types used in the heat transfer
and structural analyses is shown in Table 3.

Step3: Temperature-based experiment validation

To study the impact of temperature on the suspension
bridge and verify the accuracy of the calculated tem-
perature using meteorological data and displacement data
from InSAR, a limited number of temperature sensors,
strain sensors, artificial corner reflectors (CR), and
Global Navigation Satellite System (GNSS) were in-
stalled on the bridge for verifying the TBSI theory, as
shown in Figure 7(a). 18 artificial CRs were installed on
the bridge deck between hanger spacings to intensify the
bridge’s scattering efficiency. The GNSS used for veri-
fying the InSAR displacements was installed at the
G02 and G03 sections. Temperature and strain sensors
were installed at the G01 section of the edge span for the

Table 3. Correspondence between thermal elements and structural elements.

Analysis type SHELL elements SOLID elements LINK elements MASS elements Contact elements

Heat transfer analysis SHELL57 SOLID70 LINK33 MASS71 CONTA174 & TARGE169
Structural analysis SHELL181 SOLID45 LINK180 MASS21 CONTA175 & TARGE170

Figure 7. Sensor layout on the cross-section of the steel box girder section. (a) Layout of sensors, CR, and GNSS; (b) Layout of
thermometers on beam section G01.
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Figure 8. Actual layout of bridge sensors, GNSS, and CR.

Figure 9. Monthly average temperature from July 2023 to June 2024.
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comparison of TBSI theory (Figure 7(b)), with points 1-
8 used to measure the structural temperature, validating
the accuracy of temperature calculations based on me-
teorological data. Ti and Te correspond to the internal and
external ambient temperatures of the box girder, re-
spectively. Measurements from these temperature and
displacement sensors were taken every 30 minutes. The
strain sensors were installed in July 2023, by which time
the bridge had been in service for approximately 18 years.
Therefore, the measured strain includes only elastic strain
caused by live load and free thermal expansion strain
caused by temperature changes, and the latter is removed
by the thermal stress calculation (Jing et al., 2024).
Figure 8 exhibits the detailed layouts of sensors and CRs
on the bridge.

Step 4: Processing & interpretation of data

Temperature data of the Sanchaji bridge. Figure 9 compares
the measured monthly average temperature of the bridge
with meteorological data from July 2023 to July 2024.
The measured temperature aligns well with the meteo-
rological trend, although it is slightly elevated due to the

urban heat island effect. The annual minimum temper-
ature occurs in February, and the maximum occurs
in July.

Temperature data from the G01 beam section, col-
lected over seven consecutive days from July 14 to July
20, 2024, was analyzed to study the temperature dis-
tribution of the main girder. Figures 10 and 11 show the
vertical and transverse temperature distributions of the
G01 section, respectively. The analysis reveals that the
temperature difference at the transverse measurement
points is small, with the maximum difference being 2°C.
However, the vertical measurement points exhibit a
significant temperature gradient, which notably impacts
the main girder structure and should be considered in
subsequent analyses.

InSAR measured deflections and comparison with GNSS
deformation. Since the installation of artificial CRs base
in 2022, deformation data over 22 months was collected
via the COSMO-SkyMed (CSK) satellite, covering the
period from September 2022 to August 2024, with data
missing for June 2024. Data is acquired monthly at ap-
proximately 6:00 a.m. Beijing time, and displacement

Figure 10. Vertical temperature distribution pattern of the G01 beam section. (a) Upstream; (b) Downstream.

Figure 11. Transverse temperature distribution pattern of the G01 beam section. (a) Top plate; (b) Web; (c) Bottom plate.
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values representing changes relative to the initial data
acquisition time.

The LOS deformation velocity of the bridge’s PS
points is shown in Figure 12. The spatial distribution of
PS points, based on CSK data, aligns well with the
bridge’s structure, and the maximum LOS displacement
occurring near the expansion joints, which is consistent

with the structural response of bridges subjected to
temperature changes. The deformation velocity exhibits
clear symmetry with respect to the center of the bridge.
Figure 13 shows the LOS displacement from CR1 to
CR9 on one side of the bridge, exhibiting a distinct si-
nusoidal trend. Since the CSK satellite data was acquired
once a month, the role of temperature becomes dominant

Figure 12. LOS deformation velocity of bridge PS points (mm/year).

Figure 13. LOS displacement from CR1 to CR9.
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given its stability and prolonged impact on long-term
displacement variations.

The GNSS system was installed in April 2024 to verify
the accuracy of InSAR deformation data for the bridge.
Before the verification, the displacement data in three
directions (vertical, transverse, and longitudinal) from
GNSS has been analyzed to identify the direction with
the highest correlation to temperature, serving as the
basis for comparison with CSK satellite data. The GNSS
points are located at the G02 and G03 main span sections,
as shown in Figure 7(a). The Pearson correlation
(Pearson, 1897) between bridge temperature and

displacements in three directions is shown in Figure 14. It
can be observed that the vertical displacement has a
strong positive correlation with temperature (correlation
coefficient 0.58), while the transverse and longitudinal
displacements show weak negative correlations (corre-
lation coefficients �0.13 and �0.46, respectively).
Therefore, the relationship between temperature and
vertical displacement promises a more accurate basis for
understanding the bridge’s behavior and guiding design
and maintenance.

For an equivalent comparison, the LOS displacement
data from CSK satellites were decomposed using

Figure 14. Correlation analysis between temperature and three-directional displacement.

Figure 15. Comparison of CSK and GNSS vertical displacement data.
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equation (10) to obtain vertical displacement data. This
study compares the monthly average of the GNSS data
with the CSK satellite data collected during April and
May 2024, as shown in Figure 15. At CR4 and CR5, the
directions of vertical displacement for both GNSS and
CSK are coincident. The discrepancy is subtle, within 2
mm, suggesting that CSK data can provide precise
measurements of bridge displacement.

Step 5: Temperature-based model updating

The prior FEM is updated based on the temperature and
temperature-driven response data collected and processed

in step 4. This study applies a Response Surface Method
(RSM) (Ren and Chen, 2010) to determine the relationship
between structural responses and input variables through
optimization and to ultimately obtain a RS model that
represent actual structural characteristics. The objective
function is the sum of squared relative errors between the
simulated and measured values:

min f ðaÞ ¼
Xk

i¼1

�
1� Rfi

Rti

�2

(23)

where, Rfi (i = 1, 2, /, k) is the simulated response
(displacement or strain) value, and Rti is the measured value
at section i point.

The complete RSM modification process generally
consists of four steps: parameter screening, significance
testing, response surface function fitting, model validation,
and optimization. In this study, based on considerations of
research focus and manuscript length constraints, we
emphasize two core components: screening of parameters
requiring correction and model validation. The omitted
parameter significance testing step ensures model correc-
tion efficiency, and the response surface fitting process
significantly reduces computational costs for parameter
optimization.

Based on engineering experience and practical con-
siderations, the elastic modulus E and density ρ of the
cables, towers, and main beam are selected as key pa-
rameters. A sensitivity analysis is conducted to eliminate
those with minimal impact on the results of equation (23).
Considering the fact that only data from sensors on the
main beam sections are utilized for validation, the strain at
the top plate, web, and bottom plate of the G01 section and
displacement at G03 are selected as target values for
correction. Assuming that the parameters of the initial FEM
(i.e., ρ and E) are set to 1, the standardized parameter is
defined as the ratio of the modified parameters to its initial
values. Figure 16 indicates that the objective function is
highly sensitive to the main beam’s ρ and E while less
sensitive to corresponding parameters of the main cable

Table 4. Comparison before and after parameter correction.

Parameter
E of top
plate (GPa)

E of bottom
plate (GPa)

E of web
plate (GPa)

ρ (kg/
m3)

Before
correction

206 206 206 7850

After
correction

229.7 181.3 197.4 8698.4

Relative error
(%)

11.5% �11.9% �4.1% 10.8%

Table 5. Comparison before and after model modification.

Parameter

Point
4 strain
(με)

Point
2 strain
(με)

Point
5 strain
(με)

G03 Displacement
(mm)

Measured
value

�10.2 �49.8 68.6 6.08

Before
correction

�14.6 �58.7 92.7 6.93

After
correction

�10.7 �53.8 81.2 6.89

Relative error
(%)

4.7% 8.0% 18.3% 13.3%

Figure 16. Sensitivity analysis curves: (a) Elastic modulus of main cable and bridge tower; (b) Density of main beam and bridge tower; (c)
Elastic modulus of main beam.
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and bridge tower. Therefore, the critical parameters for
model updating are the ρ and E of the steel box girder.

Data from a sunny afternoon at 4:00 p.m. was randomly
selected for correction, as the peak of solar radiation
usually occurs at this time, resulting in the maximum strain
induced by temperature effects. Tables 4 and 5 show the
comparison of the main beam’s ρ and E before and after
correction, along with the measured and calculated values.
After correction, E of the top plate increased due to the
combined treatment of the asphalt concrete layer and top
plate, while the bottom plate and web showed stiffness
degradation over time.

Step 6: Utilization of model for simulations

Temperature distribution simulation. A heat transfer analysis
was conducted for the bridge using equations (18) and (19).
Since no anemometers and pyranometer data were avail-
able on the bridge, data from the nearest meteorological
station (located less than 20 km away) was adopted for
calculations to ensure accuracy, as suggested in reference
(Sadhu et al., 2017). The weather data from the nearest
meteorological station located 9.91 km from the bridge and
obtained from the Meteostat platform (https://meteostat.

net/en/) was utilized in this study. The total radiation in-
tensity I for selected summer days is calculated, as shown
in Figure 17(a).

On July 15, 2024, the sunrise and sunset times were 5:
41 a.m. and 7:26 p.m., respectively. As shown in Figure
17(a), from sunrise to 8:51 a.m., the south side of the
components was exposed to direct solar radiation, with a
calculated maximum I of 14.82 MJ/m2, closely matching
the measured value of 14.69MJ/m2 in the bridge’s location.
Based on equation (19), heat transfer analysis for the
suspension bridge requires boundary conditions. The
combined temperature Tk was obtained on July 15th, as
shown in Figure 17(b).

Due to different I on four surfaces of the bridge, the
highest Tk occurred on the bridge deck, while the lowest on
the bottom surface. The north-facing surface experienced a

Figure 17. July 15, 2024. (a) Total solar radiation intensity; (b) Combined temperature.

Figure 18. Comparison of measured and simulated temperatures. (a) Top plate; (b) Web plate; (c) Bottom plate.

Table 6. MAEs and RMSEs of simulated versus measured bridge
temperatures in summer (Unit: °C).

Evaluation metrics Top plate Web plate Bottom plate

MAE 0.155 0.151 0.056
RMSE 0.173 0.196 0.063
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higher temperature than the south-facing surface because
the Sanchaji Bridge is angled at 32°310 to east, so the north-
facing surface receives significantly more solar radiation.

Three representative points on the G01 section (top
plate, bottom plate, and web plate) were selected for
comparison between measured summer temperatures (July
14th to 20th) and FEM simulations based on the global
bridge numerical model, as shown in Figure 18. The results
show high consistency, validating both the temperature
calculation method and the effectiveness of the FE heat
transfer analysis.

The differences between measured data and simulation
results were evaluated by calculating the Mean Absolute
Error (MAE) and Root Mean Square Error (RMSE)
(equations (24) and (25)). The errors between simulated
and measured temperature values are summarized in
Table 6.

MAE ¼
Xn

i¼1
jNi �Mij

,
n (24)

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
ðNi �MiÞ2

,
n

vuut (25)

where Ni is the measured value, Mi is the simulated value,
and n is the total sample size.

Smaller MAE and RMSE values indicate better
agreement between simulated and measured results,
demonstrating higher computational accuracy. Table 6
shows strong consistency between observed and simu-
lated summer temperatures, which confirms the reliability
of the meteorological-data-driven method for bridge

Figure 19. GNSS measured displacement versus simulated displacement. (a) G02; (b) G03.

Figure 20. Comparison of measured and simulated vertical displacements for CR1-CR3.

Table 7. MAEs and RMSEs between simulated and measured
bridge displacements (units: mm).

Evaluation metrics G02 and G03 (GNSS) CR1∼CR3 (CR)

MAE 2.19 3.25
RMSE 2.71 4.31
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thermal analysis and further supports the FEM’s capability
in heat transfer simulations.

Temperature response simulation. The temperature response
study of the suspension bridge employs the same element
meshing as in the Section 3.6.1. The comparison of sim-
ulated and measured temperature responses covers the
same period as in the previous section, from July 14th to
July 20th, as shown in Figure 19. Furthermore, the dis-
placement results for each subsequent day are presented
relative to the first day’s initial time.

Figure 19 compares the vertical measured and simulated
displacements at main span sections G02 and G03 relative
to the initial time, showing consistent trends with periodic
fluctuations. Deviations on certain days (e.g., Day 1 and
Day 4) might be owing to environmental factors like wind
speed or solar radiation fluctuations, which are not included
in the simplified temperature gradient treatment of the
model.

According to the correlation analysis in section 3.4.2,
the vertical displacement has the closest relationship with
temperature. Therefore, the LOS displacement of the
bridge was decomposed using equation (10), with γ set to
168°, θ to 24°, and β to 31°. Figure 20 shows the com-
parison between the simulated vertical displacement results
and the measured values for CR1-CR3 obtained from the
decomposition.

The errors in Figures 19 and 20 were quantified using
equations (24) and (25), with detailed results presented in
Table 7. The results indicate that the errors between the
measured and simulated values are close to zero. The
structural field analysis of the FEM aligns with the actual
results, showing identical timing and magnitude of peaks.
The maximum deviation does not exceed 3.5 mm, further
validating the accuracy of the FEM in structural response
analysis.

Verification of TBSI based on the DE algorithm. This section
verifies the possibility of using TBSI theory to locate and
quantify the damage and its locations in bridge structures.

The updated model is input with Tk data from SAR satellite
imaging (Sept 2022–Aug 2023), covering various seasonal
and climatic conditions, offering a more accurate reflection
of the bridge’s stress state than a single temperature input.
Damage is applied to specific sections, with measured
displacements used as output. Using MATLAB-ANSYS
application programming interface (API) algorithm, the
optimal solution for thermal expansion coefficient of all
regions is estimated,minimizing the error between simulated
thermal deformation and measured values. Conventional
damage does not alter the material’s inherent α. Therefore,
an equivalent thermal expansion coefficient, denoted as αeff
(equation (26)), is defined to characterize thermodynamic
behavior anomalies caused by structural damage. When
bridge structures undergo stiffness degradation (e.g., cracks,
corrosion), constraint failure (e.g., bearing seizure), or
geometric discontinuities (e.g., debonding), the thermal
displacement response (δdamaged) deviates from the theo-
retical value of the healthy state (δhealthy), resulting in αeff
significantly diverging from the material’s α value. The error
function is defined as equation (27). Therefore, the FEM
damage parameter identification is transformed into solving
the optimization problem defined by equation (28).

αeff ¼ δdamaged
δhealthy

� α (26)

f
�
αeff

� ¼ Xk

i¼1



Rfi � Rti



 (27)

�
minf

�
αeff

�
s:t: αl ≤ αeff ≤ αu

(28)

where, δdamaged and δhealthy represent the displacements in
the damaged and healthy states, respectively. Rfi (i = 1, 2,/,
k) is the simulated response value and Rti is the measured
value at section i point. αl and αu are the lower and upper
bounds of the parameter to be corrected, respectively.

The ratio of the αeff of each section during the iteration
process to the initial design state αeff is defined as the
normalized thermal expansion coefficient αs. The main span

Figure 21. Bridge section division and damage area schematic (unit: m).
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and edge spans of the bridge are divided into 20 sections, as
shown in Figure 21, with artificially hypothesized damaged
areas marked in the figure. I(t) is assumed that the equivalent
thermal expansion coefficient αeff of section 3 in the edge
span is damaged by 30% and that of section 8 in the main
span is damaged by 45%, with sections 3 and 8 located near
CR2 and CR4, respectively. The DE algorithm is used to
identify the location and extent of the damage.

The DE algorithm’s initial population size is set to 10,
with a weight F of 0.8 and a CR of 0.8. MATLAB and
ANSYS interacted for 350 iterations, and the results
gradually converged, as illustrated in Figure 22. The de-
tailed algorithmic procedure is summarized in Algorithm 1.
In this process, x represents the number of αeff values to be
identified, N is the total number of DE iterations, pop_size
is the population size in each generation, and [lb, ub]
denote the lower and upper bounds of αeffValues. Figure 22
shows the iteration convergence, with a rapid decrease in
the objective function during the first 150 iterations. As the
number of iterations increases, the rate slows and the
function stabilizes, indicating the effectiveness of the op-
timization. The objective function converges to around
0.0209, with the absolute difference between measured and
simulated values at the 20 points approaching zero, indi-
cating the accurate identification of the damage location
and extent. Table 8 shows the final results after the model
converges, and Figure 23 visualizes the identification
results.

Table 8 and Figure 23 demonstrate that the DE algo-
rithm, combined with temperature and displacement data
for inverse analysis, can effectively locate the α damage
areas. Sections 3 and 8 have significantly lower values of

αeff compared to the other sections, indicating considerable
damage in these sections. The αs values for these sections
are 0.7 and 0.55, and the identified results are 0.7222 and
0.5417, with errors of 3.17%, and �1.51%, respectively,
which are within an acceptable range. Errors in other
sections are generally small, suggesting light or no no-
ticeable damage, with most errors within 8% (Table 8).

Figure 22. Iteration process of damage identification.

Table 8. Damage identification results for each section.

Section number αs Identification result Relative error (%)

1 1 1.0000 0.00
2 1 0.9990 �0.10
3 0.7 0.7222 3.17
4 1 1.0000 0.00
5 1 1.0000 0.00
6 1 0.9291 �7.09
7 1 0.9972 �0.28
8 0.55 0.5417 �1.51
9 1 0.9931 �0.69
10 1 1.0000 0.00
11 1 1.0000 0.00
12 1 1.0000 0.00
13 1 0.9994 �0.06
14 1 1.0000 0.00
15 1 0.9918 �0.82
16 1 0.9332 �6.68
17 1 0.9999 �0.01
18 1 0.9642 �3.58
19 1 0.9251 �7.49
20 1 0.9894 �1.06
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By substituting the identified parameters αeff into the
FEM, the vertical displacements of the main and edge
spans were calculated and compared with CSK satellite
data, as shown in Figure 24. Since sections 3 and 8 are
located near CR2 and CR4, respectively, displacement
comparisons before and after damage at these locations
are presented. The results indicate that the 45% damage
near CR4 significantly reduces the deformation ability of
the bridge under temperature changes, leading to a smaller
displacement compared to the undamaged state. In con-
trast, due to the relatively small deformation in the main
span of the bridge, the edge span at CR2 experiences

Figure 23. Damage identification results for sections 3 and 8.

Figure 24. Damage-induced vertical displacement comparison. (a) edge span; (b) main span.
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larger displacement than in the undamaged condition.
Overall, the displacement differences in the damaged
sections are evident, confirming the impact of damage on
the structure.

Conclusions

In this paper, the TBSI method is introduced to perform
damage assessment of bridges using InSAR technology,
providing a lightweight solution that overcomes the lim-
itation of using InSAR-derived deformation data for
structural condition evaluation. This method uses tem-
perature as input and displacement as output to identify
regions with abnormal thermal expansion coefficients. The
FEM of a bridge is established for thermal-structural
coupling analysis, and model updates are implemented
through sensitivity analysis. Based on the above work,
specific conclusions could be drawn as follows:

(1) A MATLAB-ANSYS interface programming al-
gorithm along with the approach of St-Id inverse
problems was utilized to overcome the challenges
of using InSAR technology for damage assessment
of bridges. Temperature data obtained from me-
teorological shared data and heat transfer analysis
were used as input, while displacement measure-
ments from InSAR technology serve as output to
identify the thermal expansion coefficient α of the
bridge system, facilitating the damage assessment
of bridges.

(2) The structural temperature of the Sanchaji Bridge
was calculated using data from the nearest mete-
orological station (such as temperature, wind
speed, and solar radiation intensity). Thermal-
structural coupling analysis was performed using
ANSYS software to obtain the temperature field
and structural response (e.g., displacement) of the
bridge. During this process, the thermal elements
were converted to structural elements without the
need for remeshing, improving analysis efficiency.

(3) The vertical displacements, obtained by decom-
posing the LOS displacement data from the CSK
satellite, were compared to GNSS measurements.
The directions of displacement are consistent, with
only subtle variations, and the discrepancy be-
tween them does not exceed 2 mm. This further
validates the capability of InSAR data for mea-
suring displacement and confirms its accuracy. The
simulated and measured vertical displacement re-
sults for CR1-CR3 show strong agreement, with
closely matching peak times and magnitudes.

(4) Assuming damage occurs in two regions of the
bridge structure, the DE algorithm converges ef-
fectively, precisely locating the damage areas and

quantifying the damage levels. For long-span
suspension bridges, the identification deviation
does not exceed 8%, with errors within an ac-
ceptable range, demonstrating the method’s fea-
sibility and accuracy.
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